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About this guide

This guide describes how to install, configure, and use the IBM® Storage
Management Console for VMware vCenter.

Who should use this guide

This guide is intended for system administrators who are familiar with the
VMware vCenter and vSphere environments, and with the specific IBM storage
system that is in use.

Conventions used in this guide

These notices are used in this guide to highlight key information.

Note: These notices provide important tips, guidance, or advice.

Important: These notices provide information or advice that might help you avoid
inconvenient or difficult situations.

Attention: These notices indicate possible damage to programs, devices, or data.
An attention notice appears before the instruction or situation in which damage
can occur.

Related information and publications

You can find additional information and publication related to the IBM Storage
Management Console for VMware vCenter on the following IBM, VMware, and
Microsoft websites.

IBM Storage Host Software Solutions Information Center]|
(publib.boulder.ibm.com/infocenter/strhosts/ic)

IBM Flex System” Information Center| (publib.boulder.ibm.com/infocenter/

flexsys/information)

+ |IBM Scale Out Network Attached Storage (SONAS) Information Center]
(publib.boulder.ibm.com/infocenter/sonasic/sonaslic)

+ |IBM Storwize® V3500 Information Center] (publib.boulder.ibm.com/infocenter/
storwize/v3500_ic)

« [IBM Storwize V3700 Information Center| (publib.boulder.ibm.com/infocenter/
storwize /v3700_ic)

+ [IBM Storwize V7000 Information Center| (publib.boulder.ibm.com/infocenter/

storwize/ic)

* [IBM Storwize V7000 Unified Information Center| (publib.boulder.ibm.com/
infocenter/storwize /unified_ic)

+ [IBM System Storage® SAN Volume Controller Information Center|
(publib.boulder.ibm.com/infocenter/svc/ic)

* [IBM System Storage DS8000® Information Center| (publib.boulder.ibm.com/
infocenter/dsichelp/ds8000ic)

© Copyright IBM Corp. 2010, 2012 ix
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* [IBM XIV® Storage System Information Center|(publib.boulder.ibm.com/
infocenter /ibmxiv/r2)

* [VMware ESXi and ESX Info Center| (www.vmware.com/ products/vsphere/esxi-
and-esx)

+ [VMware Product Support for VMware vSphere| (www.vmware.com/ support/
product-support/vsphere), including support for ESX, ESXi, and vCenter

* [VMware Technical Resources| (www.vmware.com/technical-resources)

+ [VMware Documentation| (www.vmware.com /support/pubs)

» [VMware knowledgebase| (kb.vmware.com)

+ [Microsoft TechNet website for Windows Server| (technet.microsoft.com/en-us/
windowsserver)

Getting information, help, and service

If you need help, service, technical assistance, or want more information about IBM
products, you can find various sources to assist you. You can view the following
websites to get information about IBM products and services and to find the latest
technical information and support.

. (ibm.com®)
+ [IBM Support Portal website| (www.ibm.com/ storage/support)
* [IBM Directory of Worldwide Contacts website| (www.ibm.com/ planetwide)

Ordering publications

The IBM Publications Center is a worldwide central repository for IBM product
publications and marketing material.

The [[BM Publications Center websitel (www.ibm.com/shop/publications/order/)
offers customized search functions to help you find the publications that you need.
Some publications are available for you to view or download at no charge. You can
also order publications. The publications center displays prices in your local
currency.

Sending your comments

X

Your feedback is important in helping to provide the most accurate and highest
quality information.

Procedure

To submit any comments about this guide or any other IBM Storage Host Software
documentation:

* Go to the jonline feedback form| (http:/ /pic.dhe.ibm.com/infocenter/strhosts/ic/
topic/com.ibm.help.strghosts.doc/icfeedback.htm). You can use this form to
enter and submit comments.

* You can send your comments by email to [starpubs@us.ibm.com| Be sure to
include the following information:

— Exact publication title and version

— Publication form number (for example: GC00-1111-22)

— Page, table, or illustration numbers that you are commenting on
— A detailed description of any information that should be changed

IBM Storage Management Console for VMware vCenter
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Note: When you send information to IBM, you grant IBM a nonexclusive right
to use or distribute the information in any way it believes appropriate without
incurring any obligation to you.
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Chapter 1. Introduction

The IBM Storage Management Console for VMware vCenter is a software plug-in
that integrates with the VMware vCenter Server platform and enables VMware
administrators to independently and centrally manage their storage resources on
the following IBM storage systems:

* IBM Flex System V7000

e IBM Scale Out Network Attached Storage (SONAS)
* IBM Storwize V3500

* IBM Storwize V3700

* IBM Storwize V7000

* IBM Storwize V7000 Unified Storage System

* IBM System Storage DS8000

* IBM System Storage SAN Volume Controller

e IBM XIV Storage System

Depending on the IBM storage system in use, administrators can self-provision
volumes (LUNSs) in selected predefined storage pools, or self-provision file shares
in selected predefined file systems. The volumes or file shares are mapped to
VMware ESX and ESXi hosts, clusters, or datacenters as logical drives that can be
used for storing VMware datastores (virtual machine data containers).

Main features and benefits

The IBM Storage Management Console for VMware vCenter runs as a Windows
Server service on the vCenter server.

Any VMware vSphere client that connects to the vCenter server detects the service
on the server, and automatically enables the IBM storage management features on
the vSphere client.

After the plug-in is installed and configured, the IBM Storage Management
Console enables full integration with the VMware vSphere graphical user interface
(GUI), in the form of an IBM Storage resource management tool and a dedicated
IBM Storage management tab.

When using any supported IBM storage system except SONAS, the IBM Storage

Management Console features and enables the following capabilities:

¢ Full control over storage volumes, including volume creation, resizing,
renaming, migration to a different storage pool, mapping, unmapping, multipath
policy enforcement, and deletion.

¢ Easy and integrated allocation of volumes to VMware datastores, used by virtual
machines that run on ESX and ESXi hosts, clusters, or datacenters.

When using the IBM Storwize V7000 Unified and SONAS storage systems (as
opposed to the other supported storage systems), the IBM Storage Management
Console features and enables the following capabilities:

¢ Full control over file shares, including file share creation, setting file share quota,
disabling file share quota, exporting to hosts, removing from hosts, and deletion.

© Copyright IBM Corp. 2010, 2012 1



* Easy and integrated allocation of file shares to VMware datastores used by
virtual machines that run on ESX and ESXi hosts, clusters, or data centers.

Concept diagram

The following concept diagram illustrates how IBM storage systems are accessed
and controlled through the VMware environment.

It also shows the primary relationships and interaction between the VMware
components and the IBM storage systems that provide the storage pools and file
systems in which the volumes and file shares are created.

IBM Storage
Management
Console for
VMware
vCenter

vCenter
Server

Administrator

vSphere
Client

]
]

Virtual Machine

folders and files
(in datastores)

VMware

datastores

(logical data containers

stored on volumes
or file shares)

Virtual
Machines

Virtual
Machines

ESX/ESXi Host

Management of storage pools,
file systems, volumes, or
file shares

Figure 1. Primary relationships and interaction between components

===
—
e

IBM Storage Systems

+ IBM Flex System V7000

IBM Scale Out Network Attached
Storage (SONAS)

IBM Storwize V3500

IBM Storwize V3700

IBM Storwize V7000

IBM Storwize V7000 Unified

IBM System Storage DS8000
IBM System Storage SAN Volume
Controller

« IBM XIV Storage System

Storage Pools
Volumes or File Systems

or File Shares

(on an IBM storage system)

Note: The IBM Storage Management Console for VMware vCenter can use only
predefined storage pools or file systems. New storage pools or file systems cannot
be created from the IBM Storage Management Console.
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Compatibility and requirements

For complete and up-to-date information about the compatibility and requirements
of the IBM Storage Management Console for VMware vCenter, refer to the latest
release notes.

You can find the latest release notes on the |IBM Storage Host Software Solutions|

[nformation Center| (publib.boulder.ibm.com/infocenter/strhosts/ic) or on the |IBM|
Fix Centrall (www.ibm.com/support/fixcentral).

Note: Refer to the relevant VMware documentation for information about how to
install the compatible versions of vCenter Server and vSphere Client. You should
also refer to the latest installation and configuration instructions for ESX and ESXi
servers.

Download site

The IBM Storage Management Console for VMware vCenter is available as a free
plug-in for VMware vCenter.

You can download the latest version at any time from the [[BM Fix Central|
(www.ibm.com/support/fixcentral).

Chapter 1. Introduction 3
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Chapter 2. Installation

After the you gave downloaded the IBM Storage Management Console software
package, you can begin the installation as described in the following sections.

» |“First-time installation vs. upgrade’]

¢ [“Running the installation wizard”

+ [“Removing the IBM Storage Management Console software” on page 7

First-time installation vs. upgrade

When you run the installation on a system with an existing installation of the IBM
Storage Management Console, the uninstallation wizard is automatically invoked
and you must uninstall the existing version.

The installation wizard of the new version (see [‘Running the installation wizard”))
starts only after the previous version has been uninstalled. During the
uninstallation, the existing database is not removed, but kept for use by the new
software version. However, if you have been using your own private SSL key and
a signed SSL certificate, you should replace these files again after the upgrade, as
described in [‘Replacing the common SSL certificate with a private certificate” on|

hgage 14.|

Note: The upgrade of the IBM Storage Management Console for VMware vCenter
takes effect only after you close and restart the VMware vSphere client software.

Running the installation wizard

Perform the following procedure to install the IBM Storage Management Console
on the VMware vCenter server.

Procedure
1. Depending on the operating system architecture, run the installation package
file.

* On x86 architectures, run:
IBM_Storage_Management_Console_for_VMware_vCenter-3.2.0-x86.exe

* On x64 architectures, run:
IBM_Storage_Management_Console_for_VMware_vCenter-3.2.0-x64.exe

2. From the language selection dialog box, select the language that you want to
use in the installation wizard, and then click OK.

© Copyright IBM Corp. 2010, 2012 5
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IBM Storage Management Console for ¥Mware vCenter - Inst... E |

Select the language for the inztallation from the choices below,

k. I Cancel

Figure 2. Language selection dialogue box

Note: The language selection affects only the texts that are displayed on the
installation wizard, including the language used in the IBM license agreement. It
does not affect the configuration wizard and GUI of the IBM Storage Management
Console for VMware vCenter, which are available in English only.

The installation wizard of the IBM Storage Management Console for VMware
vCenter starts.

fi IBM Storage Management Console for ¥Mware vCenter - InstallShield Wizard

Welcome to the InstallShield Wizard for 1B
Storage Management Console for ¥ivlware
vCenter

The Installshigld(R) Wizard will install IBM Skorage Management
Console For WMware wCenter on your computer, To continue,
click Mext,

WARMIMG: This program is protected by copyright law and !
inkernational treaties., '

= Back

Cancel |

Figure 3. IBM Storage Management Console for VMware vCenter - installation wizard

3. Click Next. The License Agreement panel is displayed.

4. Read the IBM License Agreement and then select I accept the terms in the
license agreement.

5. Click Next. The Destination Folder panel is displayed.

6. Use the default installation directory (C:\Program Files\IBM\IBM Management
Console for VMware vCenter) or click Change to install in a different directory.

IBM Storage Management Console for VMware vCenter



ii'l¥' IEM Storage Management Console for ¥Mware yCenter - InstallShield Wizard

Destination Folder

Click Mesxt tainskall ko this Folder, or click Change ko inskall ko a different

L Install IBM Storage Management Console For Wiware wC”enter to:

Z:\Program FilesiIEMVIEM Management Consale Far Yiware Change. .. |
vCenker!

InstallShield

< Back I Mexk = I Cancel

Figure 4. Destination Folder panel - default installation directory

7. Click Next. The Ready to Install the Program panel is displayed.

8. Click Install to begin the installation. After the installation is complete, the
Completed panel is displayed.

9. Select Launch the Configuration Wizard, and then click Finish.

Note: Select the CLI configuration wizard option to start it automatically (see
[‘Using the CLI configuration wizard” on page 9) after the installation.

Removing the IBM Storage Management Console software

If you want to remove the IBM Storage Management Console from the vCenter
server, perform the following procedure.

Procedure
1. Close the vSphere Client application.

Important: Do not uninstall the IBM Storage Management console software before
closing the vSphere Client application.

2. Go to Control Panel > Programs > Programs and Features, select the IBM
Storage Management Console for VMware vCenter from the list of installed
programs, and then click Uninstall. The uninstallation wizard guides you
through the remaining uninstallation steps.
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What to do next

After the uninstallation, if you want to clear the locally saved configurations,
perform the following steps.

1. Go to the Windows/Temp directory.

2. Delete the keys_temp folder, along with the following files:
e vc_plugin.db
e vc_plugin_reg.bck
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Chapter 3. Configuration

Before you start using the IBM Storage Management Console for VMware vCenter,
different configuration and verification procedures are required, as detailed in the
following sections.

* |“Using the CLI configuration wizard”|

* [“Restarting vSphere Client and verifying the installation” on page 10|

+ [“Assigning the required vCenter privileges” on page 16

In addition, refer to[“Modifying the Management Console settings in the Windows|
Server registry” on page 12/ for information about optional configuration.

Using the CLI configuration wizard

Use the command-line interface (CLI) configuration wizard to log in to the vCenter
server and register extensions on the server.

About this task

The CLI configuration wizard starts right after the installation if the option to
launch it was selected. If the option was not selected and the wizard does not start,
you can start it from the IBM folder located on the All Programs list of the
Windows Start menu.

The Welcome message is displayed when the configuration wizard starts.

Welcome to the IBM Storage Management Console for VMware vCenter setup wizard,
version 3.2.0.

Use this wizard to configure the IBM Storage Management Console for VMware vCenter.
Press [Enter] to proceed.

Procedure

Perform the following steps to configure the IBM Storage Management Console for
VMware vCenter.

1. Press Enter. If this is the first time that the IBM Storage Management Console
is being installed on this server (otherwise, skip 4 on page 10), the following

message is displayed:

The Wizard will now install the IBM Storage Management Console service and register
the extension in the vCenter server.
Do you want to continue? [default: yes]:

2. Press y to proceed. The following message is displayed:

The IBM Storage Management Console requires a valid username for connecting

to the vCenter server.

This user should have permission to register the Plug-in in the Plug-in Manager.
Please enter a username:

3. Enter the user name for accessing the VMware vCenter server. Then, enter your
password.
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G]ease enter the password for the user <username>: )

Note: You must have permission to register extensions on the vCenter server. If
the password that you enter is not correct, you are prompted to enter your user
name and password again.

After you successfully log in to the vCenter server with your user name and
password, the following message is displayed:

The IBM Storage Management Console for VMware vCenter web component requires
a valid network port number.
Please enter a port number for the web component [default: 8880]:

4. Enter the port number that should be used for HTTP requests from the vSphere
client. The following message is displayed:

The IBM Storage Management Console for VMware vCenter is now configured.
Press [ENTER] to proceed.

5. Press Enter. An extension is registered and verified on the vCenter server and
the installation is complete.

Note: If any error occurs during the configuration, a record is added to the log file
(see [“Viewing the log file” on page 88).

Restarting vSphere Client and verifying the installation

After you install and configure the IBM Storage Management Console for VMware
vCenter with the CLI configuration wizard, you must restart the vSphere Client
application.

After the vSphere Client restarts, the IBM Storage icon becomes available on the
vSphere management tools.

10 1BM Storage Management Console for VMware vCenter



[=% vcenter-w2k8r2.ps.Hiv.ibm.com - ¥Sphere Client

File Edit Wiew Inventory Administration Plug-ins Help

|ﬁ Home

Inventory
Q ¥ & g e
Search Hosts and Clusters WMs and Datastores Metworking

Templates

Administration

% &

L
[
! p Qg ¢-1

Roles SEssions Licensing Swskemn Logs wiZenter Server vi_enker Service Licensing
Setkings Skakus Reporting
Manager

Management

A w & & B

Scheduled Tasks Events Maps Host Profiles Custamization 1BM Starage
Specifications
Manager

Solutions and Applications

Figure 5. IBM Storage icon on the vSphere Client management tools

In addition, the IBM Storage plug-in appears on the Installed Plug-ins list of the
vCenter Plug in Manager.

IJ'_'TJ Plug-in Manager !EI m
Plug-in Mame | vendor | version | Status | Description | Progress | Errars
Installed Plug-ins

& WMware wCenter Storage Monitori...  WMware Inc. 5.0 Enabled Storage Monitoring and
Reporting

& wCenter Hardware Status YMware, Inc. 5.0 Enabled Displays the hardware status of
hosts (CIM monitoring)

& wZenter Service Status Whware, Inc. 5.0 Enabled Displays the health skatus of
wiZenter services

& | 1BM Storage Management Console,,.  IBM, Corp, 320,183 Enabled Manage [BM Storage Atrays

Available Plug-ins

1] | 2
Help | Cloze |

Figure 6. IBM Storage plug-in listed in the Plug-in Manager

When the IBM Storage Management Console is properly installed, the IBM Storage
tab is added to the vSphere management GUI You can access the tab from the
Datacenter, Cluster, Host, Datastore, and Virtual Machine inventory views. From
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the IBM Storage tab, you can view and fully manage storage volumes and file
shares, as explained in the next chapters.

datastorel

Getting Started N0 N A [ Performance | Configuration [ Ta vents | Alarms [ Pa

What is a datastore?

A datastore is a logical container that holds virtual
machine files and other files necessary for virtual machine o S
operations. Datastores can exist on different types of '
physical storage, including local storage. ISCSI, Fibre
Channel SAM, or NFS. A datastore can be VMFS-based or
NFS-based

You can create a new datastore by formatting LUNS or by
mounting NFS volumes to an existing host. In addition, you
can add a host with existing datastores to the inventory.

-

Basic Tasks

&t Browse this datastore

Figure 7. IBM Storage tab added to the vSphere GUI

Modifying the Management Console settings in the Windows Server
registry
You can modify different functionalities of the IBM Storage Management Console

by changing registry keys of the Windows Server upon which the VMware vCenter
software is installed.

Attention: Perform registry changes with caution. All changes that apply to the
IBM Storage Management Console must be performed on the vCenter server and
not on the vSphere client. Before making any change, it is recommended to back
up the Windows Server registry.

This section describes:

+ [“Modifying general settings”|

+ |[“Replacing the common SSL certificate with a private certificate” on page 14|

* |“Setting the storage pool or file system usage alert thresholds (color]
indications)” on page 14|

Modifying general settings

Perform the following steps to access the relevant registry keys and change general
settings of the IBM Storage Management Console for VMware vCenter.

Procedure
1. From the Windows taskbar, select Start > Run. The Run dialog box is
displayed.

2. Type regedit and then press Enter. The Registry Editor is displayed.

3. Go to the following registry tree path:HKEY_LOCAL_MACHINE\SYSTEM\
CurrentControlSet\Services\IBMConsoleForvCenter\Parameters
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. Parameters

. Pythonclass
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Figure 8. Windows Registry Editor

4. Use the following table to determine the parameters that you want to change.
In addition, refer to the following subsections to change additional parameters.

Table 1. Registry keys for general settings of the IBM Storage Management Console

Registry key Description Default value

cache_update_interval The time interval (in seconds) between each 1800 (30 minutes)
cache update operation. Information from the
vCenter server is updated in the cache upon
each update operation.

essni_port Relevant only to the DS8000 storage system. 25444

The Java™ Daemon ESSNI port number through
which the DS8000 system information is
retrieved in order to carry out DS8000
operations from the IBM Storage Management
Console GUI

Tog_Tevel The type of messages to be logged in the log 20 (info)
file:

* 10 — Debug messages — Use this value only if
instructed to do so by IBM support.

* 20 - Info messages
¢ 30 — Warning messages
* 40 - Error messages

Note: Do not modify this key manually unless
you are requested to do so by IBM Support.

For more information, see [“Viewing the log file”|
on page 88|and [‘Event messages in Windows
Server” on page 91/

log_target The target of the logging operation. By default, |eventlog, file
the log is written to a file and to the Event
Viewer application log.

Note: Do not modify this key manually unless
you are requested to do so by IBM Support.
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Table 1. Registry keys for general settings of the IBM Storage Management Console (continued)

Registry key

Description Default value

page_refresh_interval

The refresh interval in seconds for updating the |2
information displayed on the vSphere client.

This parameter does not reload cache
information.

Important: After you have made the required registry modifications:
1. Close the vSphere client application.

2. Restart (end and then start) the Windows service of the IBM Storage
Management Console.

3. Start the vSphere client application.

Replacing the common SSL certificate with a private
certificate

The IBM Storage Management Console uses a Secure Socket Layer (SSL) protocol
for communication between the vSphere client and the vCenter server.

About this task

The installation package includes a private SSL key and an unsigned SSL
certificate. For non-interruptible management from vSphere Client, it is
recommended to replace the provided key and certificate with your own private
key and a signed certificate.

Important: If you choose to replace these files, you should repeat this file
replacement action after installing a newer version of the IBM Storage
Management Console. For more information, see [“First-time installation vs.|

rade” on page 5.
pg pag

Procedure

Perform the following procedure to replace the SSL private key and certificate.

1. Copy a private key file and a certificate file to the SSL subdirectory of the
installation directory.

2. Go to the following registry tree path: HKEY_LOCAL_MACHINE\SYSTEM\
CurrentControlSet\Services\IBMConsoleForvCenter\Parameters

3. Modify the following registry keys with the relative path to your own SSL files
(the ones that you copied to the SSL subdirectory):

* ssl_ca_certificate_file — Contains the relative path to the certificate file.
* ssl_private_key_file — Contains the relative path to the private key file.

Setting the storage pool or file system usage alert thresholds

(color

indications)

You can change the usage alert triggering thresholds for storage pools and file
systems by modifying the relevant registry keys.
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Procedure

If necessary, change the following registry keys:

¢ pool_warning_threshold — Contains the pool size limit percentage beyond which
the storage pool or file system bar color changes to yellow, notifying you about
over-the-limit use of pool space. The default limit value is 80%.

* pool_minor_threshold — Contains the size limit percentage beyond which the
storage pool or file system bar color changes to orange, notifying you about
near-critical over-the-limit use of pool space. The default limit value is 90%.

* pool_major_threshold — Contains the size limit percentage beyond which the
storage pool or file system bar color changes to red, alerting you about critical
over-the-limit use of pool space. The default limit value is 95%. These registry
keys are located under the same registry path that is used for all other
settings:HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\
IBMConsoleForvCenter\Parameters

The following figure shows how different colors are displayed for storage pools
and file systems.

Note: Storage pools are applicable to all storage systems except SONAS. File
systems are applicable to Storwize V7000 Unified and SONAS.
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Figure 9. Different colors displayed for storage pools and file systems

Note: For more information about storage pools and file systems, refer to
(Chapter 5, “Attaching and detaching storage pools or file systems,” on page 31}
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Assigning the required vCenter privileges

Depending on your actual usage of the IBM Storage Management Console for
VMware vCenter, you must have minimum vCenter user privileges, as detailed in
the following table.

Table 2. Required vCenter privileges

Actual usage Required vCenter user privilege

Monitoring only » Extension - Select all privileges in this category.

* Global - In this category, select Log Event.
* Tasks - Select all privileges in this category.

Storage provisioning * All privileges required for monitoring only (see above).

* Host - In this category, select Configuration > Storage
partition configuration.

= Add New Role [ ¢ |

Edit the role name or select check boxes to change privileges For this role.

Marne: I.ﬁ.lluw Storage Provision

Privileges

- Global =
=-[#] Host
-0 cm
= [ Corfiguration
- [ Advanced settings
- [ Authentication Store
-- [ change date and time settings
- change PciPassthru settings
-- [ change settings
- [ change SMMP settings
- [ Connection
- ] Firmware
- J Hvperthreading
- J Maintenance
D Memaory configuration
- [ Metwork configuration
- Power
- O Guery patch
- [ Security profile and firewal
- [#| storage partition configuration |
- System Management LI

Cescription:  Storage, host datastore, and diagnostic partition
configuration

Help | (074 I Cancel
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For more detailed information about how to set vCenter privilege types, refer to
the [VMware publication| (www.vmware.com/pdf/vi3_vc_roles.pdf ).
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Chapter 4. Connecting to (adding) IBM storage systems

Before you can create volumes or file shares for datastores, you must first connect
to (add) at least one IBM storage system, by using appropriate credentials.

Accordingly, this chapter describes:

+ [“Adding an IBM storage system”|

» ["Modifying access credentials for an IBM storage system” on page 24|

* |“Setting multipath policy enforcement for a storage system” on page 25|

. "’Removing an IBM storage system” on page 2§

Adding an IBM storage system

Perform the following procedure to add an IBM storage system on which you can
create and manage storage volumes (LUNSs) or file shares.

Procedure

1. Click the IBM Storage icon located on the vSphere Client management tools
(see [Figure 5 on page 11). The IBM Storage management panels are displayed.

Storage Systems

Storage Pools

Model

| Identification

Add Madify Remove

| Multipath Palicy | | Name

Storwize V7000 Unified

792079394769872812... Not Enforced

& mdiskarpo
g’ waynetestl

@’ waynetest2

Details

W wCenterTest

System ID
System Name
User Name

ersion

Management IP f
Haostname

Interface IPs

792079394769872812
06evk2d.ibm
storageadmin
1.3.0.2-120110000503

9.115.246.11

9.115.246.14
9.115.246.15

Figure 10. IBM Storage management panels

| Usage (GB)

w Yolume Attach Detach

= — 276 D
1 Capacty: 5576 GB —+
& 2 =)
4 Capacty: 2 GB
1 Capacty: 107 GB
[ 1 14 -
h Capactty: 150 GB

e The Storage Systems panel shows the IBM storage systems that are currently
connected to the IBM Storage Management console for VMware vCenter.

The Details panel shows the details of the selected (highlighted) storage

system.

The Storage Pools panel shows the storage pools that are attached to the
selected (highlighted) storage system. For Storwize and SONAS systems, it
also shows the file systems that are attached to the selected (highlighted)

storage system.

2. On the Storage Systems panel, click Add. Alternatively, right-click the storage
systems table heading and click Add on the pop-up menu.
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Storage Systems

Add Modify Remove

Madel Tdelifioat Bt dbin o Fugicy,
= Add

Skarwize W 000 Lin I

Skorwize Y7000 d

Figure 11. Clicking Add on the pop-up menu

The Add an IBM Storage System wizard is displayed.

3. From the drop-down list box, select the brand of the IBM storage system that
you want to add, and then click Next.
The Set Credentials panel is displayed.

Add an IBM Storage System X

select Storage System
‘ehich IBM storage syskem brand would yvou like to add?

Select Storage System

This wizard will quide vou through the necessary steps for
connecting to an IBM storage syskem and adding it to
the IBM Storage Management Console for YWMware vCenter

Select the I6M storage brand that wou want to add.

0
Flex System Y7000
SOMAS

Skorwize Y3IS00/43700
Skarwize Y7000
Skorwize Y7000 Unified
ShC

=Y

IBM Storage Brand: | DS800 Ed

Figure 12. Add an IBM Storage System wizard

4. Enter the required credentials for the storage brand that you have selected, as
detailed in the following table.
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Table 3. Credentials required for accessing a storage system

Credential type

Description

Required and displayed for

Authentication method

Select an authentication method:

* Authenticate the user name with a key
file — Authenticate your user name with
a key file (the default option).

* Authenticate the user name with a
password — Authenticate your user
name with a password. This option is
applicable only to SAN Volume
Controller or Storwize with microcode
version 6.3 or later.

Note: Based on your selection, other
credentials that are relevant to the selected
authentication method are displayed.

Flex System V7000
SAN Volume Controller
Storwize V3500
Storwize V3700
Storwize V7000

IP Address / Hosthame

IP address or hostname (properly
formatted domain address) of the IBM
storage system to which you want to
connect.

DS8000

Flex System V7000
SAN Volume Controller
SONAS

Storwize V3500
Storwize V3700
Storwize V7000
Storwize V7000 Unified
X1V

User Name

User name for accessing the specified IBM
storage system.

Important: If you are using SAN Volume
Controller or Storwize V7000 system with
microcode version 6.2 or earlier, enter
"admin" as your user name. Using "admin"
does not necessarily mean that you have
administrator credentials, but rather a user
name spelled as "admin". It also does not
mean that the matching user name defined
on the storage system is also "admin". The
pairing between the vSphere user and the
storage system user account is performed
only by the SSH key pairing (any valid
SSH key grants access; see info below).

DS8000

Flex System V7000
SAN Volume Controller
SONAS

Storwize V3500
Storwize V3700
Storwize V7000
Storwize V7000 Unified
Y

Chapter 4. Connecting to (adding) IBM storage systems
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Table 3. Credentials required for accessing a storage system (continued)

Credential type

Description

Required and displayed for

Password

Password for accessing the specified IBM
storage system.

» DS8000

* Flex System V7000

* SAN Volume Controller

* SONAS

* Storwize V3500

* Storwize V3700

* Storwize V7000

* Storwize V7000 Unified

o XIV

Note: For Storwize V7000 and SAN
Volume Controller with microcode version
6.3.0 or later, this credential appears only if

you chose to authenticate the user name
with a password.

SSH Private Key

To access the specified IBM storage system
with a private SSH key, click Browse to
locate the SSH key file.

Important: The private SSH key must be
in OpenSSH file format. If your key is not
in OpenSSH file format, you can use a

certified OpenSSH conversion utility. For
more information, refer to the

(www.openssh.org).

* Flex System V7000

* SAN Volume Controller
* Storwize V3500

* Storwize V3700

* Storwize V7000

Note:

* For Storwize V7000 and SAN Volume
Controller with microcode version 6.2.0
or earlier, this credential always appears.

e For Storwize V7000 and SAN Volume
Controller with microcode version 6.3.0
or later, this credential appears only if
you chose to authenticate the user name
with a key file.

Passphrase

If the private SSH key requires a
passphrase for accessing the specified IBM
storage system, enter the passphrase in this
text box.

Otherwise, if the private SSH key does not
require a passphrase, leave this text box
blank.

* Flex System V7000

* SAN Volume Controller
* Storwize V3500

* Storwize V3700

* Storwize V7000

Note:

e For Storwize V7000 and SAN Volume
Controller with microcode version 6.2.0
or earlier, this credential always appears.

* For Storwize V7000 and SAN Volume
Controller with microcode version 6.3.0
or later, this credential appears only if
you chose to authenticate the user name
with a key file.

5. Click Next. For all storage systems except SONAS, the Select Storage Pools

panel is displayed (see [Figure 13 on page 23); for SONAS, the Select File

Systems panel is displayed (see [Figure 14 on page 23).
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Figure 13. Select Storage Pools panel

Add an IBM Storage System X
Select File Systems
Select the file swstems that wou want to attach and make available For the wCenter server,

TRechiSkasie oy shem File Systems on 124027792368980844832
Set Credentials
Select File Systems = Mame Capacity({GE)

r [ ofso 3

[=] ﬁ? autotpesmac 20

< Back Cancel
Figure 14. Select File Systems panel
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6. If you have provided admin-level credentials, you can attach predefined
storage pools or file systems that are available on the IBM storage system that
you are adding. Select the name of the storage pool or file system that you
want to add.

Note: For more information about attaching or detaching storage pools and file
systems, and the admin-type credentials required to do so, refer to |Chapter 5,|
[“Attaching and detaching storage pools or file systems,” on page 31)

7. Click Next. The Confirmation panel is displayed.

8. Review the details of the storage system that is about to be added, and then
click Finish to confirm its addition as detailed. If you want to change any
detail that was set in a previous step, click Back.

Modifying access credentials for an IBM storage system

24

Whenever needed, you can modify the IP address or hostname of any storage
system that was added, as well as the user credentials for connecting to that
storage system.

Procedure

Perform the following procedure to modify the details of an added storage system.

1. Click the IBM Storage icon located on the vSphere Client management tools
(see lFigure 5 on page 11[). The Storage Systems and Storage Pools management
panels are displayed.

2. Select (highlight) the name of the storage system that you want to modify, and
then click Modify. Alternatively, right-click the name of the storage system and
then click Modify on the pop-up menu.

Storage Systems

Add Modify Remowve

Madel = | Identification | Mulkipath Policy
wIY wIV 1310129 Mok Enforced
Skarwize Y7000 00000200A0502ED3-1... Mok Enforced

StDrWlEE ||I||? 0L IemiFim A TOAOTOI0ATEODT 0] T hl=k C FDFCEd

Flodify

Remaowve
Set Multipath Policy Enforcement
Attach Pools

Figure 15. Clicking Modify on the pop-up menu

3. In the Update Storage System Credentials dialog box, edit the storage system
details (described in [Table 3 on page 21), and then click Update. The modified
system details appear in the Details pane. The different storage systems have
different details.
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Storage Systems

Add Modify Remove

Model | Identification | Multipath Policy
Storwize WF000 Unified  722073394769872812.., Fixed
NIV AV 1310129 Mot Enforced
Details
Hosiname 9.115.246.30
System Version 11.0.0
|lzer Mame admin
System Serial 1310129
9.115.246,30
IP Addresses 9.115.246.31
9.115.246.32

Figure 16. Storage system details

Setting multipath policy enforcement for a storage system

You can set multipath policy enforcement at the storage system level, by setting a
multipath policy for a specific storage system.

This policy is then enforced on any volume that you create from the management
console.

Note: You can also set multipath enforcement on individual volumes. See [“Setting]
multipath policy enforcement for a storage volume” on page 68

Setting the policy at the storage system level enforces it on any volume that you
create from the management console from the time that this enforcement is set. It
does not apply automatically to volumes that are already located on this storage
system.

Important: For DS8000, Flex System, SAN Volume Controller, and Storwize
systems, the Round Robin multipath policy is enforced by default. For SONAS
and XIV, no multipath policy is enforced by default.

The Storage Systems panel displays one of the following values under the
Multipath Policy column, for each defined storage system (see :

* Not Enforced — Multipath policy enforcement is disabled.
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* Any of the following multipath policies that has been assigned to the storage
system:

— Most Recently Used
— Round Robin
— Fixed

Note: For more detailed information about multipath policy enforcement, refer to
the relevant VMware article on the [VMware Knowledge Base website]
(kb.vmware.com/selfservice/microsites/search.do?language=en_US
&cmd=displayKC&externalld=1011340)

Refer to the following sections for information about the multipath enforcement
options that are available for all storage systems:

* |“Enabling multipath policy enforcement”|

+ |“Changing the multipath policy” on page 27|

« [“Disabling multipath policy enforcement” on page 27|

Enabling multipath policy enforcement

You can enable multipath policy enforcement on a storage system, so that a
specified policy is enforced on newly created volumes in the storage system.

Procedure

Perform the following procedure to set multipath policy enforcement on a storage

system.

1. Click the IBM Storage icon located on the vSphere Client management tools
(see [Figure 5 on page 11). The Storage Systems and Storage Pools management
panels are displayed.

2. Right-click the name of the storage system for which you want to set a
multipath policy, and then click Set Multipath Policy Enforcement on the
pop-up menu. The Set Multipath Policy dialog box is displayed.
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Figure 17. Set Multipath Policy Enforcement dialog box

3. Select the Set Multipath Policy Enforcement option, and from the drop-down
list that appears, select the required policy (for more information about these

policy types, see [‘Setting multipath policy enforcement for a storage system”]
ﬂ-

4. Click Set to apply the selected policy.

Changing the multipath policy

For any storage system with multipath policy enforcement, you can change the
policy that is to be enforced on newly created volumes in the storage system.

Procedure

Perform the following procedure to change the multipath policy.

1. Click the IBM Storage icon located on the vSphere Client management tools
(see [Figure 5 on page 11). The Storage Systems and Storage Pools management
panels are displayed.

2. Right-click the name of the storage system for which you want to change the
multipath policy, and then click Set Multipath Policy Enforcement on the
pop-up menu. The Set Multipath Policy dialog box is displayed (as shown in
[“Enabling multipath policy enforcement” on page 26).

3. From the drop-down list under Set Multipath Policy Enforcement, select a
different policy.

4. Click Set to apply the selected policy.

Disabling multipath policy enforcement

You can disable multipath policy enforcement so that a specific policy is not
enforced on newly created volumes. The policy is not changed on volumes that
have already been created.
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About this task

Important: Disabling multipath policy enforcement does not modify the policy in
any way.

Procedure

Perform the following procedure to disable multipath policy enforcement on a

storage system.

1. Click the IBM Storage icon located on the vSphere Client management tools
(see [Figure 5 on page 11). The Storage Systems and Storage Pools management
panels are displayed.

2. Right-click the name of the storage system for which you want to disable
multipath policy, and then click Set Multipath Policy Enforcement on the
pop-up menu. The Set Multipath Policy dialog box is displayed (as shown in
[“Enabling multipath policy enforcement” on page 26).

3. Select the Disable Multipath Policy Enforcement option, and click Set to apply
the disabling.

Removing an IBM storage system

28

When a storage system is no longer needed, you can remove it from the list of
added storage systems.

About this task

Attention: If you remove a storage system that contains working volumes, file
shares, and datastores, the information of these volumes, file shares, and datastores
is no longer displayed in the IBM Storage tab. However, these volumes and/or file
shares and datastores remain active and functional.

Procedure

Perform the following procedure to remove a storage system.

1. Click the IBM Storage icon located on the vSphere Client management tools.
The Storage Systems and Storage Pools management panels are displayed.

2. Select (highlight) the name of the storage system that you want to remove, and
then click Remove. Alternatively, right-click the name of the storage system and
then click Remove on the pop-up menu.
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Figure 18. Clicking Remove on the pop-up menu

3. In the removal confirmation dialog box, click Yes.

Note: You can add again any storage system that you have removed.
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Chapter 5. Attaching and detaching storage pools or file
systems

After the required IBM storage systems are added, you can start attaching the
predefined storage pools or file systems with which you want to work.

Accordingly, this chapter describes:

* [“Viewing the details of currently attached storage pools and file systems”]

* |“Attaching storage pools or file systems” on page 34

* [“Detaching storage pools or file systems” on page 3

Important:

* When working with IBM storage systems, storage pools can be attached only
with Admin, Storage Admin, System Admin, or Security Admin user credentials.

* When working with Storwize V7000 Unified or SONAS, file systems can be
attached only with Admin, Storage Admin + Export Admin, or Security Admin
user credentials.

* When working with DS8000, storage pools can be attached only with Admin or
Logical Operator user credentials.

Any other type of user credentials (read-only, application admin) cannot perform
storage pool or file system attachment. If your credentials are not sufficient to
perform pool or file system attachment, contact your storage administrator for
assistance.

Viewing the details of currently attached storage pools and file
systems

Attached storage pools or file systems are predefined storage areas that were
specifically chosen to be used for volumes and VMware datastores.

For each added storage system (see ["Adding an IBM storage system” on page 19),
you can view the details of the storage pools and file systems that are defined on
that system and are currently attached to the vCenter server.

Note:

e DS8000, SAN Volume Controller, Storwize V3500, Storwize V3700, Storwize
V7000, and XIV systems use storage pools.

* Storwize V7000 Unified and SONAS systems use file systems.

Click the name of a storage system to view its currently attached storage pools or
file systems (see [Figure 19 on page 32).

Note: If the selected storage system has incorrect credentials or its system ID has
been changed, an alert dialog box is displayed. In such a case, modify the storage
system credentials (see|“Modifying access credentials for an IBM storage system”]
on page 24) or remove the storage system (see [‘Removing an IBM storage system”|
on page 28).
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Important: Storage pools and file systems that were not yet attached (or were
detached) are not displayed, even if these pools and file systems were predefined
on the storage system for use in the VMware environment.
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Add Modify Remove pew Volume Attach Detach
Model | Tdentification | Multipath Policy | Name | Usage (8) II
L e o Rl o T - - D |
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SiE AIRNEESSE RIS ® e P——)
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System Name 06evk2d.ibm ey
e S B e —W
fersen 1EnEA0T0000503 & .
B jerrytest h -
Management IP / 9.115.246.11 Capacity: 45 GB —+
Hostname
[u] 9.115.246.14
Interface [P 911524615

Figure 19. Viewing attached storage pools and file systems of the selected storage systems

By placing the mouse pointer over different areas of any displayed storage pool or
file system, you can view different types of information, as shown in the following
figures.

f Soft: 5016 GB —+

} Hard Free: 4243 of 5016 GB [34%] —}

Figure 20. XIV — Amount (GB) and percentage of free hard disk space on the storage pool

t Soft: G016 GB —

Used By Volumes: 721 of S016 GB (1400) —|

Figure 21. XIV — Amount (GB) and percentage of used hard disk space on the storage pool

f Volumes Size: 2938 of 5016 GB (58%0) — 1
b

Hard: 5016 GBE —}

Figure 22. XIV — Amount (GB) and percentage of soft space used for volumes (LUNSs)

Snapshots Size: 515 of 5016 GB (10%) — 1
: :

Hard: 5016 GE —}

Figure 23. XIV — Amount (GB) and percentage of soft space reserved for snapshots
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Figure 24. XIV — Amount (GB) and percentage of hard disk space currently in use by
snapshots
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Figure 25. XIV — Amount (GB) and percentage of free soft space remaining for thin
provisioning and snapshots

Real Capacity: 45 of 278 GB (16%)

Figure 26. DS8000, Storwize, and SAN Volume Controller — Amount (GB) and percentage of
real used capacity on the storage pool

Free Capacity: 3276 of 5576 GB (58%0) —

Figure 27. DS8000, Storwize, and SAN Volume Controller — Amount (GB) and percentage of
free capacity on the storage pool

Capacity: 27% GE —+

Figure 28. DS8000, Storwize, and SAN Volume Controller — Amount (GB) of total capacity on
the storage pool

Used Capacity: 2200 of 5576 GB (41%0) —+

Figure 29. Storwize V7000 Unified and SONAS — Amount (GB) of used capacity on the
storage pool or file system

Capacity: 27% GE —+

Figure 30. Storwize V7000 Unified and SONAS — Amount (GB) of total capacity on the file
system

Important: You cannot create storage pools and file systems from vSphere Client.
To create storage pools and file systems, connect directly to the IBM storage system
via its dedicated storage management interface. Alternatively, contact your storage
system administrator and ask for storage pools or file systems to be defined.
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Attaching storage pools or file systems

You must attach to the vCenter server any predefined storage pool (predefined by
the storage administrator) that you want to use for volume (LUN) and datastore
management operations, as well as any predefined file system that you want to use
for file share and datastore management operations.

About this task

Note:

* DS8000, SAN Volume Controller, Storwize V3500, Storwize V3700, Storwize
V7000, and XIV systems use storage pools.

 Storwize V7000 Unified and SONAS systems use file systems.

Procedure

Perform the following procedure to attach storage pools or file systems to the
vCenter server.

1. In the Storage Systems management panel (see [Figure 16 on page 25), click the
name of the storage system to which you want to attach storage pools or file
systems.

2. In the Storage Pools management panel, click Attach (see [Figure 31)).
Alternatively, right click the name of the storage system and then click Attach

Pools on the pop-up menu (see .
The available storage pools or file systems are displayed in the Attach Storage

Storage Pools ©-

Mew '-.-'olume! Attacthetach

Mame | Usage (GB) |

Figure 31. Attach button

Storage Systems
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Storwize V7000 Unifiad 7090703047608 TIR1?  Klnt Enforeed |

Madify

Remave

Set Multipath Policy Enforcement

Attach Pools M

W

Figure 32. Clicking Attach Pools on the pop-up menu

Pools or File Systems dialog box.

3. Select the name of a storage pool(s) or file system(s) that you want to add, and
then click Add Pools.
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Figure 33. Attach Storage Pools or File Systems dialog box

Note: For the Storwize V7000 Unified and SONAS storage systems, the subtitle in
the dialog box is:

Select the file system(s) that you want to add:

4. Enter the required credentials for the storage system from which you are
attaching storage pools or file systems, as detailed in [Table 3 on page 21}

5. Click Finish.

Detaching storage pools or file systems

You can detach from the vCenter server any storage pool or file system that you
no longer need.

About this task

Attention:

* If you detach a storage pool that contains working volumes and datastores, the
information of these volumes and datastores is still displayed in the IBM Storage
tab; however, you are not able to perform volume management operations on
these pools.

* If you detach a file system that contains working file shares that are not used by
datastores, the information of these file shares is not displayed in the IBM
Storage tab. If these file shares are used by datastores, the relevant information
is displayed in the IBM Storage tab, but you cannot perform operations on these
file shares.

* If you detach a DS8000 storage pool that contains working volumes and
datastores, the information of these volumes and datastore is displayed in the
IBM Storage tab only until the next scheduled cache update (defined by the
cache_update_interval registry key; see ["Modifying general settings” on page|
, or until the Update button on the IBM Storage tab is clicked.
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Procedure

Perform the following procedure to detach storage pools or file systems.

1. In the Storage Pools management panel, click and highlight the name of the
storage pool or file system that you want to detach, or use the CTRL or SHIFT
keyboard keys to select and detach multiple storage pools or file systems.

2. Click the Detach button (located at the top right corner). Alternatively,

right-click the selected storage pools or file systems, and then click Detach on
the pop-up menu.

Storage Pools
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! |
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Figure 34. Pop-up menu for selected storage pools and file systems

Note: The Detach label on the pop-up menu changes depending on your selection:

 If you select to delete storage pools only, the label is changed to Detach Storage
Pool.

* If you select to detach file systems only, the label is changed to Detach File
System.

3. In the Detachment Confirmation dialog box, click Yes.
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Chapter 6. Creating, viewing, and managing volumes or file
shares

After the IBM storage systems are added and the storage pools are attached to the
vCenter server, you can start the volume (LUN) creation and management
operations (relevant for all storage systems except SONAS).

For the Storwize V7000 Unified and SONAS storage systems, you can also create
file shares after the file systems have been attached to the vCenter server.

To learn about these different tasks, refer to the following sections:

* |"Performing a target connectivity check”]

* [“Creating a new storage volume (LUN)” on page 38|

. "’Creating a new file share” on page 43|

* |“Viewing volume and file share details” on page 46|

+ [“Managing storage volumes (LUNSs)” on page 60|

+ [“Managing file shares” on page 71|

Performing a target connectivity check

Before you create a new volume, verify that the iSCSI or FC target connectivity
between the ESX/ESXi hosts and the newly defined IBM storage system is
properly set.

Procedure

Perform this one-time procedure for each ESX/ESXi host (you do not need to
perform this more than once per host), before creating the first volume on an IBM
storage system.

1. Contact the storage administrator to obtain the list of WWPNSs or iSCSI IQNs of
the newly connected IBM storage system.

2. From the vSphere Home page, go to Inventory > Hosts and Clusters.

3. On the left-pane Datacenter tree, click on a single host, and then click the
Configuration tab.

4. Click Storage Adapters. The details of the adapters in use are displayed.
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Figure 35. Displaying the storage adapters of a host

5. Perform the following checks:

* For Fibre Channel (FC) connected storage, click each FC host bus adapter
(HBA) and then click Paths. Then, verify that at least one of the storage
system WWPNs appears in the table.

 For iSCSI connected storage, click on the iSCSI software adapter ports. Then,
click Properties and verify that the storage system IQNs appear in the Static
Discovery tab.

Creating a new storage volume (LUN)

On all IBM storage systems except SONAS, you can create new volumes (LUNs)
on which you can save datastores or raw mapped volumes.

About this task

Any volume can be mapped to ESX hosts, clusters, or datacenters, so that the
virtual machines on these hosts, clusters, or datacenters are able to save datastore
information on that volume. For the concept illustration, see [“Concept diagram” on|

In addition to single volume creation, you can create multiple volumes
simultaneously. In this case, the created volumes are assigned with different
number postfixes that are automatically generated by the system in consecutive
order.

Note:

* You can create volumes only on storage pools that have been attached to the
vCenter server. For more information, see|Chapter 5, “Attaching and detaching
[storage pools or file systems,” on page 31.

e The Host, Cluster, and Datacenter views in vSphere Client are similar to each
other; each queries information from the relevant vCenter entity.
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Important:

* You must perform the target connectivity verification prior to creating a new
volume. Without this verification, volumes that you create may be
non-detectable. For more information, see [“Performing a target connectivity|
[check” on page 37

¢ The ESX hosts and clusters to which you map the created volumes must be
predefined on the storage system side. For more information, refer to your IBM
storage system documentation.

Procedure

Perform the following procedure to create a new storage volume.

1. In the Storage Pools management panel, click and highlight the storage pool on
which you want to create a new volume, and then click New Volume.
Alternatively, right click the storage pool and click New Volume on the pop-up
menu.

Storage Pools

Mew Yolume Attach Detach

| Mame | Usage (GB) |

& sk - T )

Detach Storage Pool

E? waynetestl h

- Capacaty: 2 GBE —

Figure 36. Clicking New Volume on the pop-up menu

Note: The New Volume option is not available when:

* There is no free space in the storage pool.

* More than one storage pool is selected.

* You have read-only permissions (on either vSphere or the IBM storage system).

The Create New Volume wizard is displayed.
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Figure 37. Create New Volume wizard (SAN Volume Controller example)

2. In the Volume Size text box, enter the size for the new volume (for IBM XIV -
in Gigabytes; for IBM Flex System, Storwize, SAN Volume Controller, and
DS8000 - in Gibibytes). Alternatively, place the mouse pointer on the graphic
image of the storage pool, and then click and slide the space marker rightward
to set the new volume size (marked in yellow). The numerical value in Volume
Size is automatically updated accordingly.

Allocated Volume Size Free

Mext = Cancel

Figure 38. Setting the volume size with the graphic space marker

Note: XIV volume sizes are automatically rounded to the next multiple of 17 GB.

3. In the Volume Name text box, enter the name that you want to assign to the
new volume. This also becomes the display name of the LUN in vSphere.

4. If you want to create multiple volumes simultaneously (if not, skip to
_

age 41): In the Number of Volumes text box, enter the number of volumes
that you want to create simultaneously. Two small text boxes appear next to the
Volume Name text box and display a range of postfix values (see
. You can change the postfix of the volume to be created first.
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Note:

The postfix number of the last volume is automatically displayed in the

adjacent grayed-out text box, based on the total number of volumes to be created.

Valurme Size: |1 Mumber of Yolumes: |6
Wolume Mame: |l:esl:| IS e 1) |

Figure 39. Creating multiple volumes

5. Only if you are creating the volume on an IBM Flex System, DS8000, SAN
Volume Controller, or Storwize storage system (otherwise, skip to next step):

Select the I/O Group to which the volume should belong. Not applicable to
DS8000.

Optional: Select Enable Thin Provisioning if you want the volume to be
defined as thin provisioned and not as a fixed hard disk allocation. When
this option is selected, the available capacity and total capacity are displayed
based on the requested volume size. For DS8000, the over-provision ratio
information is also displayed.

Optional: Select Enable Data Compression if you use data compression on
SAN Volume Controller or Storwize V7000 of microcode 6.4.0 or later, on
Storwize V3500 or Storwize V3700 of microcode 6.4.1 or later, or on Storwize
V7000 Unified of microcode 1.4.0 or later. Not applicable to DS8000.

Optional: Select Enable Vdisk Mirroring if you want to use virtual disk
mirroring for the volume or volumes that you create. Not applicable to
DS8000.

Note:

* XIV volumes are not associated with I/O groups and are always
thin-provisioned.

* Compressed volumes SAN Volume Controller or Storwize storage systems (if
supported by the microcode) are always thin-provisioned.
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Figure 40. SAN Volume Controller and Storwize volume properties
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Figure 41. DS8000 volume properties with Enable Thin Provisioning option selected

6. Click Next. If you selected Enable Vdisk Mirroring on the previous step
(otherwise, skip to the next step), a list of storage pools appears and you must
select the secondary storage pool on which you want the mirrored volume or
volumes to be created. Then, click Next.

7. In the Volume Mapping panel, select the host(s), cluster(s), or datacenter(s) to
which you want to map the new volume. The selected host(s), cluster(s), or
datacenter(s) are now able to utilize the new volume for datastores or raw

mapped LUNSs. If you select a datacenter, its member clusters and hosts are
automatically selected.
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Figure 42. Selecting the hosts, clusters, or datacenters for LUN mapping

Note: ESX or ESXi hosts that were not defined on the storage system side, as well
as disconnected or non-responsive hosts are grayed-out and cannot be selected.
However, when creating a DS8000 volume, ESX or ESXi hosts that are properly
connected to the DS8000 system are not grayed-out, even if these hosts were not
yet defined on the DS8000 system. In such a case, these hosts can be selected, and
IBM Storage Management Console automatically defines these hosts on the on the
DS8000 system.

Important: You must map the volume to at least one ESX host, cluster, or
datacenter in order to enable vSphere management of the created volume.

8. Click Next. The Confirmation panel is displayed.

9. Review the details of the new volume that is about to be created, and then click
Finish to confirm its creation as detailed. If you want to change any detail that
was set in a previous step, click Back.

Creating a new file share

On Storwize V7000 Unified and SONAS, you can create a new file share from a
selected file system, and create an NFS export of the file share to a list of ESX hosts
or clusters.

About this task

The created NAS file share is linked to the following path: /<file system mount
point>/<file share name>. Any file share can be exported to ESX hosts, clusters,
or datacenters, so that the virtual machines on these hosts, clusters, or datacenters
are able to save datastore information on that file share.
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Note:

* You can create file shares only on file systems that have been attached to the
vCenter server. For more information, see|“Viewing the details of currently]|

attached storage pools and file systems” on page 31.
gep Y pag

e The Host, Cluster, and Datacenter views are similar to each other; each one
queries information from the relevant vCenter entity.

Procedure

Perform the following procedure to create a new file share.

1. In the Storage Pools management panel, click and highlight the file system on
which you want to create a new file share, and then click New File Share.
Alternatively, right click the file system and click New File Share on the
pop-up menu.
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Figure 43. Clicking New File Share on the pop-up menu

Important: The New File Share option is not available when:
* There is no free space in the file system.

* More than one file system is selected.

* You have read-only permissions (on either vSphere or the IBM storage system).

The Create New File Share wizard is displayed.
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Create New File Share

File Share Details
Specify the size and name of the file share that you want to create.

Syt Storage Systen: 792079394769872812-06evk24.ibm

File System: vCenterTest

Path: lr‘lbmfvcentertest,-'"

I set Quota

Figure 44. Create New File Share wizard

2. In the Path text box, enter the file share name.

3. If you want to set a quota for the file share (otherwise, skip to the next step),
select Set Quota, and then set the maximum size of the file share by either
entering a value in the text box, or by clicking and sliding the space marker
rightward (marked in yellow). The numerical value in the text box is
automatically updated accordingly.

Important: Without a quota, the entire capacity of the file system is used.

Create New File Share

File Share Details
Specify the size and name of the file share that you want to create,

f’pec'h" Eroperhies Storage System: 792079394769872812-06evk24.ibm

File System: vCenterTest
Path: flbmf\rcentertest,-'ﬁohn
¥ set Quota |52

Total Capacity: 150 GB

a7
Allocated File Share Quota Free
1GB 52 GB 97 GB

Figure 45. Setting the file share details

4. Click Next. The Select Hosts panel is displayed.
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Note: If the file share name is already used by another file share, the following
error message appears:

File share with this name was already defined.

In such a case, type a different path name and click Next again.

Create New File Share x

Export the file share
Select the ESY host(s), duster(s), or datacenter(s) to which you want to map the file share.

Spedify Properties
Select Hosts

B 75 win-gpgumsd3s92
= I [ Mew Datacenter
¥ @ 2.115.246.90

¥ [[s.115.296.100

M @ s.115.246.50

< Back MNext = Cancel

Figure 46. Create New File Share Wizard - Selecting Hosts

5. Select the ESX host(s), cluster(s), or datacenter(s) to which you want to export
the file share. The selected host(s), cluster(s), or datacenter(s) are now able to
utilize the new file share for datastores.

Note:

 If you select a datacenter, its member clusters and hosts are automatically
selected.

* Disconnected or non-responsive ESX hosts are grayed-out and cannot be
selected.

Important: You must export the file share to at least one ESX host, cluster, or
datacenter in order to enable vSphere management of the created file share.

6. Click Next. The Confirmation panel is displayed.

7. Review the details of the new file share that is about to be created, and then
click Finish to confirm its creation as detailed (otherwise, click Back). The file
share is created and exported to ESX hosts over NFS (see [Figure 45 on page 45).

Viewing volume and file share details

46

As you navigate through the different vSphere inventory views, you can view the
details of existing volumes and file shares on the IBM Storage tab, as described in
the following sections.

+ [“Viewing volumes or file shares that are used by datastores” on page 47|

+ [“Viewing unused volumes and file shares” on page 49|

IBM Storage Management Console for VMware vCenter



[“Viewing volumes or file shares that are used by virtual machines” on page 50|

[“Choosing which volumes to show” on page 51|

[“Viewing information in the LUN Details pane” on page 52

[Viewing information in the File Share Details pane” on page 59

Viewing volumes or file shares that are used by datastores
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@ vss_2kBspzxee
() WinZ008_x6+_SP2_248_vCenter

) Win2008_x64_SP2_250_vCenter,

e |

|

When you want to check which storage volumes or file shares are used by specific
datastores or datastore clusters, and also view the specific details of these volumes
or file shares, perform the following procedure.

About this task

Note: A datastore can have either volumes or a file share; not both. A datastore
can comprise only one NAS file share.

Procedure
Go to Home > Inventory > Hosts and Clusters.

On the left-pane tree of datacenters, click an icon of a datacenter, cluster, or
host, and then click the IBM Storage tab. The table on the right pane displays
the details of the datastores that are used by the element that you selected in
the tree (datacenter, cluster, or host).

Note: If you select a datacenter, its member clusters and hosts are automatically
selected.

3. On the displayed datastores list (under View: Datastores), click the name of a
datastore to display the storage volumes or file share that it uses.

Note:
o If the selected datastore contains volumes, the volumes are listed in the volumes

list underneath the Datastores list (see [Figure 47).

e If the datastore contains a NAS file share, it is listed in the File Share list
underneath the Datastores list (see [Figure 48 on page 49).
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Figure 47. Displaying volumes of a selected datastore and the details of a selected volume (LUN)
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The datastores list (above the volumes list) displays the following details per
datastore:

Datastore
Name of the datastore.

Status Current® status of the datastore (valid per the last update time).

Capacity (GB)
Total size of the datastore in Gibibyte (not Gigabyte) units.

Free (GB)
Size of the free space remaining in the datastore, in Gibibyte units.

Important: The sizes of the total capacity and free space are displayed in Gibibyte
(GiB) units and not in Gigabyte (GB) units because the datastore information is
taken from the VMware hosts.

Type Type of file system used in the datastore.

If the selected datastore contains volumes (as in [Figure 47 on page 47), a list of
its volumes appears underneath the datastores list, and the following details
are displayed per volume:

Identifier
Unique alphanumerical string (with a dot) that identifies the volume on
the vCenter server.

Name Name of the volume. If the volume was created now and in this
version, this is the name assigned by the user. Otherwise, if the volume
was created in the past or with an earlier version of VC plug-in, the
name displayed is a generic name assigned by VMware.

Storage System
Identification name of the IBM storage system on which the volume is
defined.

Note: "Unknown" is a generic array name, automatically given to any non-IBM
storage system or to any IBM system that is not currently added (for more
information, see[“Adding an IBM storage system” on page 19).

Model Model of the IBM storage system on which the volume is defined.

Note: Although not technically correct, the term "LUN" is also used to refer to the
volume itself, because a LUN is widely referred to as a volume in the storage
administration community.

For more information about the LUN Details pane (under the volumes list), see
[“Viewing information in the LUN Details pane” on page 52

If the selected datastore contains a file share (as in [Figure 48 on page 49), its
details are displayed underneath the datastores list:

IBM Storage Management Console for VMware vCenter
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Figure 48. Displaying file share of a selected datastore and file share details

The following details are displayed for the file share:
Server NFS Server IP address.

P

ath

Path to the file share.

Name Name of the file share (assigned by the user).

Storage System
Identification name of the IBM storage system on which the file share is
defined.

Note: "Unknown" is a generic array name, automatically given to any non-IBM
storage system or to any IBM system that is not currently added (for more
information, see[’Adding an IBM storage system” on page 19]

Model Model of the IBM storage system on which the file is defined.

Capacity (GB)
Total size of the file share in Gibibyte (not Gigabyte) units.

For more information about the File Share Details pane (under the File Share
information), see [“Viewing information in the File Share Details pane” on page|

Viewing unused volumes and file shares

Volumes that are not assigned to datastores as Datastore Extent or Mapped Raw
LUN as well as file shares that are not assigned to datastores, are listed on the
Unused LUNs/File Shares list, which you can view separately under View:
Unused LUNSs/File Shares.

These volumes and file shares can be accessed by the host.

Chapter 6. Creating, viewing, and managing volumes or file shares

49



= f,} WIN-WCENTER193

= Datacentsrl

B 5.175.245. 100 (not rexf
0 11524670

B [ 7175.246.80 (no¢ renp
@ Dev vCanter plii
@ oo veenter (dlscor
G SCOM-cov-84 (dhiare
Gh vasa 23 160 (aind
Gh ViS4 We 758 winZ
Gh vasa we 761 kR
Gh VsS4 WP 163151 d
Gh ViS4 We 764 Win
Gh VsS4 WP 8T Windk
Gh ViS4 WP 58 wink
Gh ViS4 WP 59 Winzk
G veenter jeanns (i
B veenter-151 (o
W veanter-cevB2 (s
B veenter-fut (dicon
B veservers_ 163 (din
B Wrinare Workbench
9,115.296.90 {daconne,

o]

% 9, 115,247,103 (ot resi

@ V55 Dev-5VE-05 (o
B 917947137 not rezpd
[B 917947142 (not rezpd

H #

L L

9.115.246.80 ¥YMware ESX, 4.0.0, 261974

1EM Storage

View: Datastores Unused LUMsFile Shares Last update time: 12/26/2012 02:10:14 Update
Identifier | Name Storage System | Model | Capacity (GB) | Serial ) | Path Selection |
naa, 6005076304 202000000000000...  IBM Fibre Channel Disk (naa, 60050763, Unknown 2107900 1 75YDZ311842 28 Fixed ﬂ
naa, 6005076304 202000000000000...  RemaoteTestl Unknown 2107900 10 75VD2311850 40 Round Robin
naa, 6005076304 202000000000000...  IBM Fibre Channel Disk (naa, 60050763, Unknown 2107900 1 7SYDZ311843 29 Fixed
naa, 6005076304 202000000000000...  RemateTestZ Unknown 2107900 10 75VD2311851 41 Round Robin
naa, 6005076302905 165e00000000000, ., IBM iSCSI Disk {naa.500507680290816... Unknown 2145 1 0200a4209a38XX00 0 Fixed
naa, 6005076304 202000000000000...  IBM Fibre Channel Disk (naa, 60050763, Unknown 2107900 1 7SYDZ311844 30 Fixed
naa, 6005076304 202000000000000...  RemateTests Unknown 2107900 10 75VD2311852 42 Round Robin
naa, 6005076304 202000000000000...  IBM Fibre Channel Disk (naa, 60050763, Unknown 2107900 1 7SYDZ311845 31 Fixed
naa, 6005076304 202000000000000...  RemateTestd Unknown 2107900 10 75VD2311853 43 Round Robin
naa, 6005076304 202000000000000...  IBM Fibre Channel Disk (naa, 60050763, Unknown 2107900 1 75YDZ311846 32 Fixed
naa 6005076304/ c202000000000000...  18M Fibre Channel Disk (naa,60050763...  Unknown 2107900 1 7EVD2311847 33 Fixed
naa AONS07AR304FFc202000000000000...  1BM Fibre Channel Disk (naa, 6O0SO763, .. Unknown 2107900 0 unavailable 30 Fixed
naa AONS07A304FFc202000000000000...  18M Fibre Channel Disk (naa, 600SO763, .. Unknown 2107900 1 7502311848 34 Fixed
naa AONS07A304FFc202000000000000...  1BM Fibre Channel Disk (naa, 6G00SO763, . Unknown 2107900 6 75YD2311301 3 Fixed
naa AONS07A304FFc202000000000000...  I1BM Fibre Channel Disk (naa, 600SO763, .. Unknown 2107900 1 75VD2311849 35 Fixed
naa AONS07A304Fc202000000000000...  18M Fibre Channel Disk (naa, 600SO763,