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Overview
IBM Z Application Performance Management Connect (IBM Z APM Connect) is a connector that provides transaction tracking information to Application Performance Management (APM) solutions. This fix pack provides new functionality and fixes for the AppDynamics Distributed Gateway (DG), previously called the Transaction Tracking Gateway (TTG), that runs on Linux.  It is a cumulative fixpack which can be deployed as a new installation, or to upgrade an existing DG installation.

TTG Fixes and Updates included in fix pack 1 
· Customers who adopt the AppDynamics APM solution can track performance and availability of transactions when they enter IMS Connect through the IMS Connect client, IMS Transaction Manager resource adapter, and flow from IMS Connect to IMS Transaction Manager. In support of this, there is a new IMS TM resource adapter plug-in, delivered in this fix pack that needs to be installed in the WebSphere Application Server. After installation of the this fix pack, follow these instructions for installing the IMS TM resource adapter plug-in:

https://www.ibm.com/support/knowledgecenter/SSYHZ9_6.1.0/com.ibm.zapm_connect.doc/configuration/ims/zapm_ims_msg_tmra.htm
· NOTE: Installing fix pack 2 will also provide the above changes provided from fix pack 1

TTG Fixes and Updates included in fix pack 2

· The certificate generated during the TTG installation process (<install directory>/ttg/config/.ttgcert.arm) now uses a more secure key.  Installing the fix pack on top of a previous installation of the TTG will replace an old certificate if it does not use the updated key.  NOTE: You will need to update the certificate on z/OS in order for the Z APM Connect container to communicate with the TTG via SSL.  The steps required for this update can be found here:
https://www.ibm.com/support/knowledgecenter/SSYHZ9_6.1.0/com.ibm.zapm_connect.doc/secure/zapm_dg_secure.html
TTG Fixes and Updates included in fix pack 3

· The AppDynamics SDK packaged within the TTG has been updated to the 4.5 level which allows for OAUTH2 support.  This means as part of the installation you will have the option to provide an OAUTH token for authentication in place of username / password authentication.
· The TTG has been updated to support transactions that are called in to the mainframe through z/OS Connect

TTG Fixes and Updates included in fix pack 4

· The TTG has been updated to allow for displaying IMSDB backend nodes on the AppDynamics UI.

· The TTG will now report the Trips Count for CICS calls in to Db2 and IMSDB as well as Trips Count for IMS calls in to IMSDB

TTG Fixes and Updates included in fix pack 5

· The TTG has been updated to allow for connections to the AppDynamics controller through a forward proxy.

TTG Fixes and Updates included in fix pack 6

· The TTG (now DG) has been rearchitected to allow for increased throughput.

· The DG has added support for transactions initiated with CICS Transaction Gateway.
· DG now supports use of existing customer security certificates.
DG Fixes and Updates included in fix pack 7
· The DG has added documentation to provide more clarity for the installation experience.
· The DG no longer includes support for IBM Cloud APM v8.4.
· The distributed support for the DG now supports pre-existing OpenShift clusters using a Helm chart.
· The DG now properly handles connections to AppDynamics controllers regardless if the controller is using a self-signed certificate or one signed by an authorized CA.
· For installations not using OpenShift, the prerequisite for Docker is now v13 rather than v18.

Installation instructions for fix pack 1-6
Follow the instructions for installing fix pack 7 as any changes in fix pack 1, 2, 3, 4, 5, and 6 are also present in fix pack 7.
Installation instructions for fix pack 7 with standalone docker images

Note: If installing into an existing OpenShift cluster, skip this section and proceed to “Installation Instructions for fix pack 7 for OpenShift with Helm”
Prerequisites:

Docker 13+

One of the following Linux distributions: Ubuntu 16+, RHEL 7+, SUSE 15+

4 GB RAM, 4 CPU cores, 20+ available GB of disk
Download:

Download the 6.1.0-TIV-ZAPM-FP0007-standalone.tar.gz file from the IBM Support Fix Central website, in binary format, onto a supported distributed system.

Move the tar file to the desired installation location and then it will need to be extracted. Untar the file using the following command:

tar -xzvf 6.1.0-TIV-ZAPM-FP0007-standalone.tar.gz

This will create the following directories and files under the directory location:

<dir>/zapm/

Install:
Change into the zapm directory.

Run sudo ./install.sh to complete inital setup. It will ask if you wish for the listening ports to be configured to listen for secure communications. If you choose not to, you can always change this later by running sudo ./configureZosTls.sh
Run sudo ./configureAppDynamicsControllers.sh to configure the connection to any AppDynamics controllers that will be receiving Z APM data.

Finally, run sudo ./startDistributedGateway.sh to start the Distributed Gateway.
Installation instructions for fix pack 7 for OpenShift with Helm
Prerequisites:

OpenShift 4.1+ (if using an existing OpenShift cluster)
Helm 3.1+
Download:

Download the 6.1.0-TIV-ZAPM-FP0007-helm.tar.gz file from the IBM Support Fix Central website, in binary format, onto a supported distributed system.
Cd to the directory location containing the 6.1.0-TIV-ZAPM-FP0007-helm.tar.gz file. Untar the file using the following command:
tar -xzvf 6.1.0-TIV-ZAPM-FP0007-helm.tar.gz

This will result the 6.1.0-TIV-ZAPM-FP0007 directory being created with the following contained within:

· images/  - This directory contains all of the Z APM Connect images that will be loaded into your local registry in step 3
· zapm-connect-6.1.0.7.tgz - This is the Z APM Connect helm chart that does not need to be extracted further, and must be used as-is by Helm

Install:
Before deploying the Distributed Gateway on OpenShift, you'll need to configure the correct secrets.

Kafka and the Connection Manager both need a Java style .jks keystore and truststore (as well as their passwords) in order to connect properly. The truststore and keystore MUST be named truststore.jks and keystore.jks for the Connection Manager, and kafka.truststore.jks and kafka.keystore.jks for Kafka. You can create secrets for both by using:

oc create secret generic <secret name> --from-file=<keystore name> --from-file=<truststore name> --from-literal=truststore-pass=<pass> --from-literal=keystore-pass=<pass> --from-literal=key-pass=<pass>

For example,

oc create secret generic kafka-auth --from-file=kafka.keystore.jks --from-file=kafka.truststore.jks --from-literal=truststore-pass=tpass1 --from-literal=keystore-pass=kpass1 --from-literal=key-pass=kpass1

and

oc create secret generic ingress-auth --from-file=keystore.jks --from-file=truststore.jks --from-literal=truststore-pass=tpass1 --from-literal=keystore-pass=kpass1 --from-literal=key-pass=kpass1

Additionally, each TTG deployment needs a certificate for the controller it will be connecting to (if using SSL), as well as the controller password/token as a secret.

To create the TTG Secret, use

oc create secret generic <secret name> [--from-file=<cert name>] --from-literal=appd_controller_password=<controller password>

For example,

oc create secret generic ttg-auth --from-file=cert.pem --from-literal=appd_controller_password=appdpass1

Note: The --from-file parameter can be omitted if the controller does not use SSL

Deploying with Helm

Creating a Helm Values File

Helm uses values files to fill in the template yamls. This file normally includes the image repository to use, AppDynamics controller details, the names of the secrets created above, and other settings that should override the default values. Here is an example of what would typically be configured:

clusterType: openshift                            # enables OpenShift routes

default:

  imageRepository: registry.apps...com/ibm-zapm

  imagePullPolicy: IfNotPresent
ttg:

  controllers:

    - name: "oauth"

      hostname: "appdcontroller...com"

      port: "8090"

      auth:

        account: "customer-account"

        accessKey: "161...919"

        accountId: "355...179"

        useOauth: "1"

        secretName: "oauth-secret"

    - name: "saas"

      hostname: "company.saas.appdynamics.com"

      port: "443"

      auth:

        account: "myaccount"

        accessKey: "qr4...s9a"

        accountId: "abd...73a"

        username: "user"

        secretName: "saas-secret"

        useSsl: "1"

        certName: "saas.pem"

      proxy:

        host: proxy.xyz.local

        port: 443

    ...

kafka:

  advertisedHostname: "kafka.apps...com"

  advertisedPort: 443

  secretName: "kafka-auth"

transactionProcessor:

  secretName: "ingress-auth"

  advertisedHostname: "ingress.apps...com"

Make sure when filling this out the secret names match with the secrets created in the previous section and that you replace the hostnames with the hostname of your cluster.
Installing with Helm

Install using the command:
helm install --namespace <desired project> -f <values yaml> <name> <chart location>

For example:

helm install --namespace ibm-zapm -f values.yaml zapm ./zapm-connect-6.1.0.7.tgz

After a few moments the application should be ready to use, and will display the controllers that have been successfully configured.

Knowledge Center

Further detail on installing either option of the Distributed Gateway can be found on the IBM Knowledge Center here:

https://www.ibm.com/support/knowledgecenter/SSYHZ9_6.1.0/com.ibm.zapm_connect.doc/overview/zapm_component_TTG.html
